Moment map, Futaki invariant and stability of projective manifolds. (new version)
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Abstract. In this paper, by applying the theory of moment map we provide an unified picture of stability of projective manifolds. In particular, a new integral formula of evaluating Chow weight is given and a simple way of constructing unstable manifolds is presented.

1. Introduction

Let \((X, L)\) be a projective manifold polarized by an ample line bundle \(L\), the problem of finding necessary and sufficient condition for the existence of a Kähler metric with constant scalar curvature in the Kähler class \([c_1(L)]\) has attracted people for decades. In mid 80’s, Futaki introduced the first integral obstructions (Futaki invariants) to the existence of constant scalar curvature metric based on the similar result on the integral obstructions to the prescribing scalar curvature problem in Riemannian geometry found earlier by Kazdan and Warner. Since then there have been a lot of study on this type of obstructions, a good account for this is Futaki’s book [F]. In particular, Yau have conjectured that the GIT stability of the underlying manifold must provided further obstruction to the existence of the constant scalar curvature metric.

In this note, we use the theory of moment map to give a new and natural interpretation of the obstructions to stability of polarized manifolds. As applications, first, in section 3, we present a new and differential geometric way of evaluating the Chow weight (Theorem 27); as a corollary, a new and algebro-geometric proof of Zhang’s theorem ([Z]) on the equivalence between the balanced condition and Chow poly-stability of a projective embedding (Corollary 28) is given. Second, in section 4 we introduce a family of finite dimensional obstructions which gives an algebraic geometric interpretation of Futaki character (Theorem 43), and as a byproduct, it explains why Futaki invariants also arise as the obstruction to the Chow semi-stability of \(X\) with respect to \(L\), in particular, these results provide supporting evidence to Yau’s conjecture. A similar result was found earlier by Mabuchi and Nakagawa [MN]. Third, in section 5 by analyzing the symplectic geometric aspect of Hilbert and Chow scheme, we are able to give a simple way of constructing examples of unstable manifolds, in particular they admit no constant scalar curvature metric by the recent results of Donaldson. These manifolds include the Mukai-Tian manifolds and examples due to Burns and De Bartolomeis.
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2. Symplectic quotient

In this section we collect elementary facts of the symplectic quotient and GIT quotient that will be used later. Let us first fix the notation, throughout this section \((\mathcal{Z}, L, \omega)\) will be a Kähler manifold(possibly infinite dimensional) polarized by an ample line bundle \(\pi : L \to \mathcal{Z}\) with a Hermitian metric \(h\) such that \(\omega = \frac{i}{2\pi} \text{Ric}(h)\).
2.1. Symplectic quotient versus GIT. We first recall the interplay between symplectic quotient and GIT quotient in finite dimensional case. Throughout this subsection we assume that $(\mathcal{Z}, L, \omega)$ is a finite dimensional projective manifold polarized by ample line bundle $L$. Let $G$ be a compact Lie group acting on $\mathcal{Z}$ by holomorphic isometry, then the $G$ action can be naturally extended to a $G^C$ action on $\mathcal{Z}$, where $G^C$ is the complexification of $G$. Let $\langle \cdot, \cdot \rangle_\mathfrak{g}$ be a non-degenerate bi-invariant pairing on $\mathfrak{g}$, the Lie algebra of $G$; it extends complex bi-linearly to $\mathfrak{g}^C$, the complexification of $\mathfrak{g}$. Let $^*$ be the Cartan involution, in particular, $^2 = 1$, then for $\xi, \eta \in \mathfrak{g}^C$

$$\langle \xi, \eta \rangle_{\mathfrak{g}^C} := \langle \xi, \eta^* \rangle_{\mathfrak{g}^C}$$

defines a bi-invariant Hermitian inner product on $\mathfrak{g}^C$. For any $z \in \mathcal{Z}$ the infinitesimal action

$$\sigma_z : \mathfrak{g} \rightarrow T_z \mathcal{Z}$$

is naturally extended to $\mathfrak{g}^C$. Use the pairing $\langle \cdot, \cdot \rangle_\mathfrak{g}$ and the Kähler metric $\omega$ on $\mathcal{Z}$, we define

$$Q_z := \sigma_z^* \sigma_z : \mathfrak{g} \rightarrow \mathfrak{g}$$

where $\sigma^*$ is the adjoint. The action of $G$ on $\mathcal{Z}$ is called Hamiltonian if there is an $Ad$–equivariant moment map

$$m : \mathcal{Z} \rightarrow \mathfrak{g}$$

satisfying

$$d \langle m(z), \xi \rangle_\mathfrak{g} = i_{\sigma_z(\xi)} \omega,$$

and the line bundle $L$ is called the pre-quantum line bundle.

Definition 1.

$$\phi := \|m\|^2 = -\langle m, m \rangle_\mathfrak{g} : \mathcal{Z} \rightarrow \mathbb{R},$$

The critical points of $\phi$ is called extremal points.

For $\forall w \in T_z \mathcal{Z}$, we have

$$\nabla \phi(w)_{T_z \mathcal{Z}} = 2 \left\langle -\langle m(z), \nabla m(z) \rangle_\mathfrak{g}, w \right\rangle_{T_z \mathcal{Z}} = -2 \langle m(z), \nabla_w m(z) \rangle_\mathfrak{g}$$

that is

$$\nabla \phi(z) = -2 I \sigma_z(m(z)).$$

(1)

Definition 2. Let $z \in \mathcal{Z}$ then

1. $z$ is called poly-stable with respect to $L$ if there is a $g \in G^C$ such that $\phi(g \cdot z) = 0$;
2. $z$ is called stable if $z$ is poly-stable and in addition the stabilizer $G_z$ is finite;
3. $z$ is called semistable if

$$\inf_{g \in G^C} \phi(g \cdot z) = 0.$$

Let $\mathcal{Z}_{ss}$ denotes the open set of semi-stable points on $\mathcal{Z}$. 
Kempf and Ness, Kirwan, Guillemin and Sternberg have shown that the above definition agree with the corresponding notion in geometric invariant theory (GIT). Here we give a criterion of determine the set \( Z_{ss} \): Let \( z_0 \) be a lift of \( z_0 \in Z \). Since \( G^C \) acts on \( L \), we define \( H : G^C/G \to \mathbb{R} \) by
\[
H(g) := \log |g \cdot \gamma_0|
\]
and for \( \xi \in \mathfrak{g} \) we define
\[
H_\xi(t) := H(\exp(\sqrt{-1}t\xi))
\]
then we have (see [DK] Section 6.5.2)

**Proposition 3.**
1. If \( \gamma \in G^C \cdot \gamma_0 \), then \( \gamma \) is a critical point of \( H \) if and only if \( m(\pi(\gamma)) = 0 \), where \( \pi : L \to X \).
2. Let \( z_t := \exp(\sqrt{-1}t\xi) \cdot z_0 \). Then
\[
\begin{align*}
H_\xi'(t) &= -2\langle m(\exp(\sqrt{-1}t\xi) \cdot z_0), \xi \rangle_{\mathfrak{g}} \\
H_\xi''(t) &= 2\|\sigma_{z_t}(\xi)\|^2
\end{align*}
\]

**Corollary 4.** Let \( \mathfrak{g}_z \) be the Lie algebra of the stabilizer \( G_z \) then the following are equivalent
1. \( z \in Z \) is poly-stable.
2. For \( \forall \xi \in \mathfrak{g} - \mathfrak{g}_z \) there is a unique minimum of \( H_\xi(t) \)
3. For \( \forall \xi \in \mathfrak{g} - \mathfrak{g}_z \)
\[
\lim_{t \to \infty} H_\xi'(t) > 0
\]

2.2. **Structures of \( \mathfrak{g}_z \).** For \( \xi \in \mathfrak{g} \) and \( \eta \in \mathfrak{g}^C \),
\[
\langle \xi, Q_z(\eta) \rangle_{\mathfrak{g}} = \langle \sigma_z(\xi), \sigma_z(\eta) \rangle_{T_zZ} = \omega(\sigma_z(\xi), I\sigma_z(\eta)) = \langle \xi, dm \circ I \circ \sigma_z(\eta) \rangle_{\mathfrak{g}}.
\]
This together with the \( Ad \)-invariance of \( m \) imply the following:

**Lemma 5.** For \( \xi, \eta \in \mathfrak{g} \),
\[
\langle m(z), [\xi, \eta] \rangle_{\mathfrak{g}} = \langle [m(z), \xi], \eta \rangle_{\mathfrak{g}} = \langle \sigma_z(\sqrt{-1}\xi), \sigma_z(\eta) \rangle_{T_zZ} = \langle Q_z(\sqrt{-1}\xi), \eta \rangle_{\mathfrak{g}}^C.
\]

**Proposition 6.** Suppose \( \xi \in \ker(\sigma_z) = \mathfrak{g}_z^C \), the Lie algebra of \( G_z^C \). Then \( f(g) := \langle m(g \cdot \cdot z), Ad_{g}\xi \rangle_{\mathfrak{g}^C} \) is constant along \( G^C \)-orbit. In particular, \( (G^C \cdot z) \cap m^{-1}(0) \neq \emptyset \implies \langle m(z), \xi \rangle_{\mathfrak{g}^C} = 0 \).

**Proof.** Suppose \( \xi \in \mathfrak{g}_z^C \), then for \( \forall \eta \in \mathfrak{g} \), by \( Ad \)-equivariance of moment map we have
\[
\langle m(e^{t\eta} \cdot z), Ad_{e^{t\eta}}\xi \rangle_{\mathfrak{g}^C} = \langle m(z), Ad_{e^{-t\eta}}Ad_{e^{t\eta}}\xi \rangle_{\mathfrak{g}^C} = \langle m(z), \xi \rangle_{\mathfrak{g}^C}.
\]
This shows that \( f \) is constant along \( G \)-orbit. So we only need to deal with \( \sqrt{-1}t\eta \in \mathfrak{g}^C \) direction.
2 \frac{d}{dt} \bigg|_{t=0} \left< m \left( e^{\sqrt{-1}\eta} \cdot z \right), Ad_{e^{\sqrt{-1}\eta}} \xi \right>_{g^c} \\
= 2 \left< dm \circ I \circ \sigma_z \left( \eta \right), \xi \right>_{g^c} + 2 \left< m \left( z \right), \left[ \sqrt{-1}\eta, \xi \right] \right>_{g^c} \\
= \left< dm \circ I \circ \sigma_z \left( \eta \right), \xi + \xi^* + \xi - \xi^* \right>_{g^c} \\
= \left< \sigma^*_z \sigma_z \left( \eta \right), -\sqrt{-1} \left[ \sigma^*_z \sigma_z \left( \eta \right), \sqrt{-1} \eta + \sqrt{-1} \xi^* \right] \right>_{g^c} \\
= \left< \sigma_z \left( \eta \right), \sigma_z \left( \xi^* \right) \right>_{T_z Z} - \sqrt{-1} \left< \sigma_z \left( \eta \right), \sigma_z \left( \sqrt{-1} \xi^* \right) \right>_{T_z Z} \\
= \left< \sigma_z \left( \eta \right), \sigma_z \left( \xi^* \right) \right>_{T_z Z} + \left< \sigma_z \left( \sqrt{-1} \eta \right), \sigma_z \left( \sqrt{-1} \xi^* \right) \right>_{T_z Z} \\
= 0 \\

\textbf{Remark 7.} Note that here a crucial point is that it is possible that } \xi \in g^c_z \text{, but neither } \xi + \xi^* \text{ nor } \xi - \xi^* \text{ lies in } g^c_z. \\

\textbf{Remark 8.} Note that the function } f \left( g \right) := \left< m \left( g \cdot z \right), Ad_g \xi \right>_{g^c} : \mathbb{C}^\times \to \mathbb{C} \text{ is actually a holomorphic function, since } g^c \text{ action on } L \text{ is holomorphic. So we may compactify } \mathbb{C}^\times \text{ to } \mathbb{P}^1, \text{ then the proposition follows immediately from the Liouville theorem.} \\

\textbf{Corollary 9.} Let } \xi, \eta \in g^c_z \text{ then } \left< m \left( z \right), \left[ \eta, \xi \right] \right>_{g^c} = 0. \text{ In particular, the map } \left< m \left( z \right), \cdot \right>_{g^c} : g^c_z \to \mathbb{C} \text{ is a Lie algebra homomorphism.} \\

\textbf{Proof.} Since } \left< m \left( e^{\eta} \cdot z \right), Ad_{e^{\eta}} \xi \right>_{g^c} = \left< m \left( z \right), \xi \right>_{g^c} \text{ and this implies} \\
0 = \frac{d}{dt} \bigg|_{t=0} \left< m \left( e^{\eta} \cdot z \right), Ad_{e^{\eta}} \xi \right>_{g^c} = \left< dm \circ \sigma_z \left( \eta \right), \xi \right>_{g^c} + \left< m \left( z \right), \left[ \eta, \xi \right] \right>_{g^c}. \\

\text{The statement then follows from the assumption } \eta \in g^c_z. \hspace{1cm} \boxed{} \\

\textbf{Corollary 10.} Let } z_0 \in Z \text{ and } z_0 \in \overline{G^c \cdot z}. \text{ Suppose the stabilizer } g^c_{z_0} \neq 0 \text{ is simple and } g^c_z = 0. \text{ Then } z \text{ is unstable.} \\

\textbf{Proof.} By the assumption } z_0 \in \overline{G^c \cdot z}, \text{ there is a } \xi \in g_{z_0} \text{ such that} \\
\lim_{t \to \infty} e^{-\sqrt{-1} \xi t} z = z_0
Suppose \( z \) is stable then it follows from Corollary 4
\[
2 \langle m(z), \xi \rangle_{\mathfrak{g}} = \lim_{t \to \infty} H_{\xi}(t) > 0.
\]
On the other hand, Corollary 9 tells us \( \langle m(z), \mathfrak{g}_{z_0}^C \rangle_{\mathfrak{g}} = 0 \) since \( \mathfrak{g}_{z_0}^C \) is simple, this is a contradiction. ■

**Theorem 11.** Let \( G \) be a compact Lie group acting on \((Z, \omega)\) holomorphically isometrically. Suppose \( z_0 \) is a extremal point of \( \phi \) then we have the following decomposition
\[
\mathfrak{g}_{z_0}^C = \mathfrak{h}_0 \oplus \bigcup_{\lambda > 0} \mathfrak{h}_\lambda
\]
where
\[
\mathfrak{h}_\lambda := \{ \xi \in \mathfrak{g}_{z_0}^C \mid [\sqrt{-1}m(z_0), \xi] = \lambda \cdot \xi \}
\]
and \( \mathfrak{h}_0 \) is the reductive part of \( \mathfrak{g}_{z_0}^C \). Moreover
\[
[\mathfrak{h}_{\lambda_1}, \mathfrak{h}_{\lambda_2}] \subset \mathfrak{h}_{\lambda_1 + \lambda_2}.
\]
and
\[
m(z_0) \in Z(\mathfrak{h}_0),
\]
where \( Z(\mathfrak{h}_0) \) is the center of \( \mathfrak{h}_0 \).

**Proof.** Since \( \mathfrak{g}_{z_0}^C = \ker(\sigma_{z_0}) \subset \mathfrak{g}^C \), we have decomposition
\[
\mathfrak{g}_{z_0} = (\mathfrak{g}_{z_0}^C \cap \mathfrak{g}) \oplus \sqrt{-1} (\mathfrak{g}_{z_0}^C \cap \mathfrak{g}) \oplus \mathfrak{n}_{z_0}
\]
where \( \mathfrak{n}_{z} \) is the nilpotent radical.

First, we claim that the action of \( [\sqrt{-1}m(z_0), \cdot] \) on \( \mathfrak{g}^C \) is self adjoint. This is because that \( (\xi, \eta) := \langle \xi, \eta^* \rangle_{\mathfrak{g}^C} \) forms a Hermitian inner product on \( \mathfrak{g}^C \), where \( \ast \) is the Cartan involution, and
\[
\begin{align*}
(\xi, \eta) &= \langle [\sqrt{-1}m(z_0), \xi], \eta \rangle_{\mathfrak{g}^C} \\
&= \langle [\sqrt{-1}m(z_0), \xi], \eta^* \rangle_{\mathfrak{g}^C} \\
&= -\langle \xi, [\sqrt{-1}m(z_0), \eta^*] \rangle_{\mathfrak{g}^C} \\
&= \langle \xi, [\sqrt{-1}m(z_0), \eta] \rangle.
\end{align*}
\]
Secondly, since \( \sqrt{-1}m(z_0) = (\sqrt{-1}m(z_0))^\ast \) for \( \forall \xi \in \mathfrak{g}_z \), if \( [\sqrt{-1}m(z_0), \xi] = \lambda \xi \) then
\[
[\sqrt{-1}m(z_0), \xi^*] = \left( (\sqrt{-1}m(z_0))^\ast, \xi^* \right) = -[\sqrt{-1}m(z_0), \xi]^\ast = -\lambda \xi^*.
\]
In particular, we have
\[
\lambda \langle \xi, \xi \rangle_{\mathfrak{g}^C} = \lambda \langle \xi^*, \xi^* \rangle_{\mathfrak{g}^C} = 0 \quad (3)
\]
because

\[ \lambda(\xi, \xi)_g^c = \lambda(\xi, \xi^*) = (\sqrt{-1}m(z_0), \xi, \xi^*) = (-\lambda(\xi, \xi^*) = -\lambda(\xi, \xi) \]

Since \( \xi \in \mathfrak{g}_{z_0}^c \) and \(-\sqrt{-1}\xi^* + \sqrt{-1}\xi \in \mathfrak{g}\), this implies

\[
\begin{align*}
2\lambda \|\xi\|^2 &= 2\lambda \langle \xi, \xi^* \rangle_{g^c} \\
&= \lambda(\xi + \xi^*, \xi^* + \xi)_{g^c} \quad \text{(by (3))} \\
&= \langle \sqrt{-1}m(z_0), \xi - \xi^* \rangle, \xi^* + \xi \rangle_{g^c} \\
&= \langle [m(z_0), \xi - \xi^*], \sqrt{-1}\xi^* + \sqrt{-1}\xi \rangle_{g^c} \\
&= \langle [m(z_0), \xi - \xi^*], -\sqrt{-1}\xi^* + \sqrt{-1}\xi \rangle_{g^c}
\end{align*}
\]

Now apply Lemma 5 with \( \eta = -\sqrt{-1}\xi^* + \sqrt{-1}\xi \) we deduce

\[
\begin{align*}
2\lambda \|\xi\|^2 &= \langle [m(z_0), \xi - \xi^*], -\sqrt{-1}\xi^* + \sqrt{-1}\xi \rangle_{g^c} \\
&= \langle \sigma_{z_0}(\sqrt{-1}\xi - \sqrt{-1}\xi^*) + \sigma_{z_0}(-\sqrt{-1}\xi^* + \sqrt{-1}\xi) \rangle_{T_{z_0}Z} \\
&= \|\sigma_{z_0}(\xi^*)\|^2
\end{align*}
\]

This implies that \( \lambda \geq 0 \). Moreover if \( \lambda = 0 \) then we have \( \sigma_{z_0}(\xi^*) = 0 \), and by our assumption \( \sigma_{z_0}(\xi) = 0 \), so \( \sigma_{z_0}(\xi - \xi^*) = 0 \). This implies that \( \xi - \xi^* \in \mathfrak{g} \) so we have \( \xi \in (\mathfrak{g}_{z_0}^c \cap \mathfrak{g}) = \mathfrak{h}_0 \) and \( m(z_0) \in \mathcal{Z}(\mathfrak{h}_0) \). Clearly \( \mathfrak{h}_0 \) is the reductive part of \( \mathfrak{g}_{z_0} \).

Finally, the relation

\[ [\mathfrak{h}_{\lambda_1}, \mathfrak{h}_{\lambda_2}] \subset \mathfrak{h}_{\lambda_1 + \lambda_2} \]

easily follows from the Jacobi identity. \( \blacksquare \)

**Remark 12.** If \( \mathcal{Z} \) and \( G \) both are of finite dimensional Proposition above is well known (see for instance [K]). Since the argument above is purely local, our approach also works for infinite dimensional \( G \) as long as \( \mathfrak{g}_{z_0}^c \) is contained in a finite dimensional reductive Lie algebra.

**Corollary 13.** We have following easy consequences

1. If \( m(z_0) = 0 \) then \( \mathfrak{g}_{z_0}^c \) is reductive.
2. If \( z_0 \) is an extremal point and for \( \forall \xi \in \mathfrak{h}_0, \langle m(z_0), \xi \rangle_{g^c} = 0 \) then \( m(z_0) = 0 \).
3. If \( z_0 \) is an extremal point, and \( m(z_0) \neq 0 \) then \( \mathfrak{g}_{z_0}^c \supset \mathfrak{u}(1) \).
4. Assume \( G \) is finite dimensional, let \( \xi \in \mathfrak{g}_{z} \) with \( \langle m(z), \xi \rangle_{g^c} \neq 0 \) and \( z_0 \in \overline{G^c \cdot z} \) be the extremal point of \( \phi \). Then \( \xi - \xi^* \in \mathfrak{g}_{z_0} \).
5. Suppose \( \xi \in \mathfrak{g}_{z}^c \) is a nilpotent element then \( \langle m(z), \xi \rangle_{g^c} = 0 \).
Proof. We only need to prove the fifth statement. First, it follows from Proposition 6 that \( \langle m(z), \xi \rangle_{g^c} \) is constant along the \( G^C \)-orbit, so we may let \( z \) flow along the gradient of \( |m|^2 \). So

\[
\langle m(z), \xi \rangle_{g^c} = \langle m(z_\infty), \xi_\infty \rangle_{g^c}
\]

Now it is clear that \( \xi_\infty \) is still nilpotent since it is an conjugation of \( \xi \) and the rank can only drop. But \( m(z_\infty) \) lies in the center, this implies \( \langle m(z_\infty), \xi_\infty \rangle_{g^c} = 0 \), hence the statement.

3. Symplectic geometry of Chow and Hilbert scheme

3.1. Stability of polarized manifold. In this subsection, let us recall some basic geometric invariant theory that is used in the construction of moduli space of polarized variety. Given a sufficiently large number \( k \), \( L^k \) induces a \( k \)-th embedding \( X \subset \mathbb{P}^{N_k} \), where \( N_k = \dim H^0(X, L^k) - 1 \).

Definition 14. The degree \( d = k^n \int_X c_1^0 (L) \) divisor

\[
Chow(X, L^k) := \{ \Lambda \in \mathbb{G}(N_k - n, N_k + 1) \mid \Lambda \cap X \neq \emptyset \} \subset \mathbb{P} H^0(\mathbb{G}(N_k - n, N_k + 1), \mathcal{O}_G(d))
\]

is called the \( k \)-th \textbf{Chow point} of \( X \), here \( \mathbb{G}(N_k - n, N_k + 1) \) is the Grassmanian of \( N_k - n \) dimensional linear subspace in \( \mathbb{C}^{N_k+1} \). We define

\[
CHOW_{\mathbb{P}^{N_k}} (n, d) := \left\{ X^n \subset \mathbb{P}^{N_k} \mid k^n \int_X c_1^0 (L) = d \right\}.
\]

Clearly we have

\[
CHOW_{\mathbb{P}^{N_k}} (n, d) \subset \mathbb{P} H^0(\mathbb{G}(N_k - n, N_k + 1), \mathcal{O}_G(d)).
\]

Definition 15. We define the \( k \)-th \textbf{Hilbert point} of \( X \) to be

\[
Hilb(X, L^k) := \mathcal{I}_X \in \mathcal{HILB}_{\mathbb{P}^{N_k}} (\chi)
\]

where

\[
\mathcal{HILB}_{\mathbb{P}^{N_k}} (\chi) = \left\{ \mathcal{I}_X \subset \mathcal{O}_{\mathbb{P}^{N_k}} \mid H^0 \left( \mathbb{P}^{N_k}, \mathcal{I}_X \otimes \mathcal{O}_{\mathbb{P}^{N_k}} \mathcal{O}_{\mathbb{P}^{N_k}} (m) \right) = \chi (m) \text{ for } m >> 1 \right\}
\]

is the Hilbert scheme of \( \mathbb{P}^N \) with Hilbert polynomial \( \chi \).

It follows from the exact sequence

\[
0 \rightarrow \mathcal{I}_X (m) \rightarrow \mathcal{O}_{\mathbb{P}^{N_k}} (m) \rightarrow \mathcal{O}_X (m) \rightarrow 0
\]

that

\[
\mathcal{HILB}_{\mathbb{P}^{N_k}} (\chi) \subset \mathbb{G}(\chi (m), d_{k,m}) \xrightarrow{\text{Plücker}} \mathbb{P}^{K-1}
\]

for \( m >> 1 \), where

\[
K = \left( \begin{array}{c} d_{k,m} \\ \chi (m) \end{array} \right) \text{ and } d_{k,m} = \dim_{\mathbb{C}} H^0(X, L^k m).
\]
Definition 16. 1. We call \((X, L)\) **Chow poly-stable** for the \(k\)th-embedding \(X \subset \mathbb{P}^{N_k}\) if \(Chow (X, L^k) \in \mathcal{CHOW}_{\mathbb{P}^{N_k}} (n, d)\) is poly-stable with respect to the natural \(SL(N_k + 1)\) action on \(\left(\mathcal{CHOW}_{\mathbb{P}^{N_k}} (n, d), \mathcal{O}_{\mathcal{CHOW}_{\mathbb{P}^{N_k}} (n, d)} (1)\right)\). And we call \((X, L)\) is **asymptotic Chow poly-stable** if \((X, L)\) is Chow poly-stable for \(k >> 1\).

2. We call \((X, L)\) **Hilbert poly-stable** for the \(k\)th-embedding if \(Hilb (X, L^k) \in \mathcal{HILB}_{\mathbb{P}^{N_k}} (\chi)\) is poly-stable with respect to the natural \(SL(N_k + 1)\) action on \(\left(\mathcal{HILB}_{\mathbb{P}^{N_k}} (\chi), \mathcal{O}_{\mathcal{HILB}_{\mathbb{P}^{N_k}} (\chi)} (1)\right)\).

In particular we have the following relations between these two notions of stability (c.f. [G] and [Mum])

\[
\text{Chow stable} \implies \text{Hilbert stable} \implies \text{Hilbert semi-stable} \implies \text{Chow semi-stable}.
\]

For the subsequent two sections we will apply the general theory of symplectic quotient established in Section 2 to both Chow and Hilbert scheme. Notice that in general Chow and Hilbert scheme both are NOT smooth, but for our purpose what we really care about is only a single \(SL(N + 1)\) -orbit which is smooth, so the Section 2 is applicable to our situation.

3.2. Chow scheme. Since

\[
\mathcal{CHOW}_{\mathbb{P}^{N_k}} (n, d) \subset PH^0 (G(N_k - n, N_k + 1), \mathcal{O}_G (d))\,
\]

it inherits a natural symplectic form from the Fubini-Study Kähler form on \(PH^0 (G(N_k - n, N_k + 1), \mathcal{O}_G (d))\). Following [W], we may take another natural symplectic form on \(\mathcal{CHOW}_{\mathbb{P}^{N_k}} (n, d)\) by considering the following diagram

\[
\begin{array}{ccc}
\pi_2^* \mathcal{O}_{\mathbb{P}^{N_k}} (1) & \longrightarrow & \mathcal{O}_{\mathbb{P}^{N_k}} (1) \\
\downarrow & & \downarrow \\
\mathcal{CHOW}_{\mathbb{P}^{N_k}} (n, d) \times \mathbb{P}^{N_k} & \longrightarrow & \mathbb{P}^{N_k} \\
\downarrow \pi_1 & & \\
\mathcal{CHOW}_{\mathbb{P}^{N_k}} (n, d)
\end{array}
\]

and let

\[
\mathcal{CHOW}_{\mathbb{P}^{N_k}} (n, d) \times \mathbb{P}^{N_k} \supset \Sigma := \{(f, f(x)) \mid x \in X\}
\]

be the universal family then we define the symplectic form \(\Omega\) on \(\mathcal{CHOW}_{\mathbb{P}^{N_k}} (n, d)\) by

\[
\Omega := \pi_1^* \left( \frac{(\pi_2^* \omega_{FS})^{n+1}}{(n + 1)!} \cap [\Sigma] \right)
\]

Remark 17. In [Z], S.W. Zhang identified the pre-quantum line bundle for \(\Omega\) with the Deligne-Pairing.
Now $SU(N_k + 1)$ acts naturally on $(CHOW_{P^{N_k}}(n,d),\Omega)$ and the moment map is given by the following

**Proposition 18.**

$$
\mu_\Omega \left( Chow \left( X, L^k \right) \right) = \int_X \mu_{FS} \frac{\omega_{FS}^n}{n!} = \frac{1}{2\pi i} \int_X \left( \frac{zz^*}{|z|^2} - \frac{1}{N_k + 1} \right) \frac{\omega_{FS}^n}{n!} \in su(N_k + 1),
$$

where $\mu_{FS}$ is the moment map of $(\mathbb{P}^{N_k}, \omega_{FS})$ with respect to $SU(N_k + 1)$ action.

**Proof.** Let $\xi \in su(N_k + 1)$ and $X_\xi \in H^0(\mathbb{P}^{N_k}, T\mathbb{P}^{N_k})$ be the induced holomorphic vector field on $\mathbb{P}^{N_k}$. If we identify $TCHOW_{Chow(X)}$ with $H^0\left( X, T\mathbb{P}^{N_k} \right)_{|X}$ then for $\forall Y \in \Gamma \left( X, T\mathbb{P}^{N_k} \right)_{|X}$

$$
\Omega \left( X_\xi (Chow(X, L^k)), Y \right) = \int_X \frac{i_Y (i_{X_\xi} \omega_{FS}^{n+1})}{(n+1)!} = \int_X \frac{i_Y (i_{X_\xi} \omega_{FS} \wedge \omega_{FS}^n)}{n!} = \int_X \omega_{FS} (X_\xi, Y) \frac{\omega_{FS}^n}{n!} - \frac{(i_{X_\xi} \omega_{FS} \wedge i_Y \omega_{FS} \wedge \omega_{FS}^n)}{(n-1)!} = \int_X Tr (d\mu_{FS} (Y) \cdot \xi) \frac{\omega_{FS}^n}{n!} - \int_X \partial \mu_{FS} (\xi) \wedge \partial \mu_{FS} (Y) \frac{\omega_{FS}^{n-1}}{(n-1)!}.
$$

On the other hand

$$
\langle d\mu_\Omega (f) (Y), \xi \rangle = \frac{d}{dt} \bigg|_{t=0} \left( \int_X \left( \frac{zz^*}{|z|^2} - \frac{1}{N_k + 1} \right) \frac{f^* \omega_{FS}^n}{n!}, \xi \right) = \int_X Tr (d\mu_{FS} (Y) \cdot \xi) \frac{\omega_{FS}^n}{n!} + \int_X Tr (\mu_{FS} \cdot \xi) \partial \mu_{FS} (Y) \frac{\omega_{FS}^{n-1}}{(n-1)!} = \int_X Tr (d\mu_{FS} (Y) \cdot \xi) \frac{\omega_{FS}^n}{n!} - \int_X \partial \mu_{FS} (\xi) \wedge \partial \mu_{FS} (Y) \frac{\omega_{FS}^{n-1}}{(n-1)!}.
$$

And clearly $\mu_\Omega$ is $Ad$–equivariant because it is the integral of $Ad$–equivariant $\mu_{FS}$. $lacksquare$

**Definition 19.** The $k$th—embedding of $X \subset \mathbb{P}^{N_k}$ induced by $L^k$ is called balanced if there is a $g \in SL(N_k + 1)$, such that

$$
\mu_\Omega \left( Chow \left( g \cdot X, L^k \right) \right) = \int_{g \cdot X} \mu_{FS} \frac{\omega_{FS}^n}{n!} = 0
$$
Let $\text{aut}(X, L) \subset \mathfrak{sl}(N + 1)$ be the stabilizer of $\text{Chow}(X, L) \in \text{CHOW}_{\mathbb{P}^{N_k}} (n, d)$.

**Definition 20.** Let $\text{Chow} (X) \in \text{CHOW}_{\mathbb{P}^{N_k}} (n, d)$ be the Chow point corresponding to the projective embedding $X \subset \mathbb{P}^{N_k}$, then for

$$\forall \xi \in \text{aut}(X, L) \subset \mathfrak{sl}(N + 1)$$

we define

$$f_{X, k} (\xi) := \langle \mu_{\Omega} (\text{Chow}_k (X)), \xi \rangle_{\mathfrak{sl}}$$

and we say $X \subset \mathbb{P}^{N_k}$ can be balanced provided there is a $g \in \text{SL} (N_k + 1)$ such that

$$\mu_{\Omega} (\text{Chow}_k (g \cdot X)) = 0.$$

It follows from Corollary 4, Proposition 6 and Theorem 11.

**Proposition 21.**

1. $f_{X, k} : \text{aut}(X, L) \to \mathbb{C}$ is a Lie algebra homomorphism and is independent on the choice of basis of the projective embedding;

2. $\text{Chow} (X, L^k)$ is stable if and only if for any $\xi \in \mathfrak{su}(N_k + 1)$ we have

$$\lim_{t \to \infty} \left\langle \mu_{\Omega} \left( e^{-\sqrt{-1} t \xi} \cdot \text{Chow} (X, L^k) \right), \xi \right\rangle_{\mathfrak{su}} = \lim_{t \to \infty} \left\langle \mu_{\Omega} \left( \text{Chow} \left( e^{-\sqrt{-1} t \xi} \cdot X, L^k \right) \right), \xi \right\rangle_{\mathfrak{su}} > 0;$$

3. If $\text{Chow} (X, L^k)$ is semi-stable then $f_{X, k} = 0$. In particular, $f_{X, k}$ is the finite dimensional analogue of Futaki invariant.

**Remark 22.** In fact, it can be shown that $f_{X, k}$ is actually only depend on the Kähler class.

By applying a trick of Mabuchi [M] we have the following proposition.

**Proposition 23.** Suppose $\text{aut}(X, L) \ni \xi$ is a nilpotent element. Then

$$f_{X, k} (\xi) = 0.$$

**Proof.** Since we learn from Proposition 6 that $f_{X, k}$ is independent of the projective embedding, we may assume that $\xi$ is already of Jordan block form, that is

$$\xi = \begin{bmatrix} 0 & e_1 & \cdots & \cdots & e_{N_k - 1} \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ \cdots & \ddots & e_1 & \cdots \\ 0 & \cdots & \cdots & 0 \end{bmatrix},$$

where $e_i = \pm 1$. Now let

$$\text{SL} (N_k + 1) \ni g = e^{N_k (N_k + 1)} \text{diag} [e^{N_k}, e^{N_k - 1}, \cdots, e, 1]$$
then we have
\[
  f_{X,k}(\xi) = \langle \mu^1_k(\text{Chow}_k(X)), \xi \rangle_{s1} = \langle \mu^1_k(\text{Chow}_k(g \cdot X)), Ad_g \xi \rangle_{s1}
\]
\[
= \frac{1}{2\pi i} \int_X \text{Tr} \left[ \left( \frac{g \cdot z \cdot \xi \cdot g^*}{|g \cdot z|^2} - \frac{1}{N_k + 1} \right) (g^* \omega_{FS})^n \right] \frac{(g^* \omega_{FS})^n}{n!}
\]
\[
= \frac{1}{2\pi i} \int_X \frac{\text{Tr}[z^* g^* g \xi z]}{|g \cdot z|^2} \frac{(g^* \omega_{FS})^n}{n!}.
\]

Notice

\[
\left| \frac{\text{Tr}[z^* g^* g \xi z]}{|g \cdot z|^2} \right| \leq \varepsilon \leq \sum_{i=0}^{N_k-1} \varepsilon_i \varepsilon_{N_k-i} \varepsilon_{i+1} \varepsilon_{i+1} \sum_{i=0}^{N_k} |z_i|^2 \varepsilon^{2(N_k-i)}
\]

the last step follows from Cauchy-Schwartz inequality. Now we let \( \varepsilon \to 0 \), this implies \( f_{X,k}(\xi) = 0 \). \( \blacksquare \)

**Remark 24.** Note Theorem 11 implies that \( f_{X,k} \) enjoys all the properties possessed by Futaki invariant.

In order to find a geometric way to evaluate the Chow weight we need the following two basic Lemmas.

**Lemma 25.** (Proposition I.7.4 in [HA]) Let \( M \) be a finitely generated graded module over \( S := \mathbb{C}[z_0, \ldots, z_N] \). Then there exists a filtration \( 0 = M^0 \subset M^1 \subset \cdots \subset M^r = M \) by graded submodules, such that for each \( i \), \( M^i/M^{i-1} \cong (S/p_i)(l_i) \), the twisted module (i.e. \( (S/p_i)(l_i) := (S/p_i)_{o + l_i} \)), where \( p_i \) is a homogenous prime ideal of \( S \), and \( l_i \in \mathbb{Z} \). Moreover, we have:

1. if \( p \) is a homogenous prime ideal of \( S \), then \( p \supseteq \text{Ann}(M) := \{ s \in S | s \cdot M = 0 \} \iff p \supseteq p_i \)
   for some \( i \). In particular, the minimal elements of the set \( \{ p_1, \ldots, p_r \} \) are just the minimal primes of \( M \).

2. for each minimal prime of \( M \), the number of times which \( p \) occurs in the set \( \{ p_1, \ldots, p_r \} \) is equal to \( \mu_p(M) \), the length of \( M_p \) over the local ring \( S_p \). And \( \mu_p(M) \) is called the multiplicity of \( M \) at \( p \).

To state the second one, let \( \xi = \text{diag}[\mu_0, \ldots, \mu_N] \in \mathfrak{sl}(N+1) \) and \( X \subset \mathbb{P}^N \) be a \( e^{\xi} \)-invariant \( n \)-dimensional closed subscheme. \( \xi \) induces a natural action \( \wedge^{top} H^0(\mathbb{P}^N, O_{\mathbb{P}^N}(k)/I_X \otimes O_{\mathbb{P}^N}(k)) \), where \( I_X \) is the ideal sheaf of \( X \) and the weight polynomial is given by

\[
w_X(\xi) = w_{X,0}(\xi) \frac{k^{n+1}}{(n+1)!} + w_{X,1}(\xi) \frac{k^n}{n!} + \cdots + w_{X,n+1}(\xi).
\]

We call \( w_X(\xi) \) the \( \xi \)-weight of \( X \).
Lemma 26. Suppose \( X \subset P^N \) be a \( \xi \)-invariant \( n \)-dimensional closed subscheme with irreducible components \( X_1, \cdots, X_s \), each component \( X_i \) has multiplicity \( a_i \) in \( X \). Then

\[
w_{X,0}(\xi) = \sum_{i=1}^{s} a_i w_{X_i,0}(\xi)
\]

Proof. Let \( M := \bigoplus_{k=0}^{\infty} H^0(P^N, \mathcal{O}_P(k)/Z_X(k)) \). Then \( M \) is a graded \( S \)-module, in particular \( X = \text{Proj}(M) \). From Lemma 25, we know that \( M \) has a filtration \( 0 = M^0 \subset M^1 \subset \cdots \subset M^q = M \), whose quotients \( M^i/M^{i-1} \) are of the form \( (S/q_i)(l_i) \), where \( q_i \) is a homogenous prime ideal. If zero locus \( Z(q_i) \) is a projective variety of dimension \( r_i \), then

\[
w_{Z(q_i)}(\xi) = w_{Z(q_i),0}(\xi) \frac{k^{r_i+1}}{(r_i+1)!} + w_{Z(q_i),1}(\xi) \frac{k^{r_i}}{r_i!} + \cdots.
\]

Note that the shift \( l_i \) does not affect the leading coefficient in above. Since we are interested only in the leading coefficient, we can ignore those \( w_{Z(q_i)}(\xi) \) of degree \( < n + 1 \). We are left with those \( w_{Z(q_i)}(\xi) \) where \( q_i \) is a minimal prime of \( M \), namely one of the primes \( p_1, \cdots, p_q \) corresponds to \( X_i \) and each one of these occurs \( \mu_{p_i}(M) \) times. Since the weight polynomial is an additive function, this implies

\[
w_M = \sum_{i=1}^{q} w_{M^i/M^{i-1}}.
\]

In particular, we get

\[
w_{X,0}(\xi) = \sum_{i=1}^{s} a_i w_{X_i,0}(\xi).
\]

\( \blacksquare \)

For \( \forall \xi \in \mathfrak{su}(N+1) - \mathfrak{aut}(X,L) \), we if let \( X_\infty \) denote flat limit

\[
\lim_{t \to \infty} e^{\sqrt{-1}t\xi} \cdot X.
\]

then \( X_\infty \) is \( \xi \)-invariant and we have the following:

Theorem 27.

\[
\frac{w_{X_\infty,0}(\xi)}{n+1} = \lim_{t \to \infty} \left< \mu_{\Omega} \left( e^{\sqrt{-1}t\xi} Ch_{\text{Chow}}(X,L) \right), \xi \right>_{\mathfrak{su}}
\]

Proof. Suppose \( Y_1, \cdots, Y_s \) are the irreducible components of \( X_\infty \) and \( a_i \) is the multiplicity of \( Y_i \) in \( X_\infty \). Then as an algebraic cycle, we have

\[
[X_\infty] = \sum_{i=1}^{s} a_i [Y_i].
\]

By the continuity of integral we have

\[
\lim_{t \to \infty} \left< \mu_{\Omega} \left( e^{\sqrt{-1}t\xi} \cdot Ch_{\text{Chow}}(X,L) \right), \xi \right>_{\mathfrak{su}}
= \lim_{t \to \infty} \left< \mu_{\Omega} \left( Ch_{\text{Chow}} e^{\sqrt{-1}t\xi} \cdot X, L \right), \xi \right>_{\mathfrak{su}}
= \lim_{t \to \infty} \int_{e^{\sqrt{-1}\xi} \cdot X} \mu_{FS}(\xi) \omega^n_{FS}
= \sum_{i=1}^{s} a_i \int_{Y_i} \mu_{FS}(\xi) \omega^n_{FS}
\]
Step 1. Suppose \( Y \subset \mathbb{P}^N \) is a linear subspace invariant under the action of \( e^{\sqrt{-1}t\xi} \). Without loss of generality we may assume

\[
\xi := \text{diag} [i\xi_0, \cdots, i\xi_N] \in \mathfrak{su} (N + 1)
\]

and

\[
Y := \{z_{n+1} = \cdots = z_N = 0\},
\]

then we have

\[
\int_Y \mu_{FS} (\xi) \omega^n_{FS} = \int_{\mathbb{P}^n} \mu_{FS} (\xi) \omega^n_{FS} = \sum_{i=0}^n \frac{|z_i|^2}{\omega^n_{FS}} \sum_{i=0}^n \xi_i \frac{z_i}{n+1}.
\]

Also \( w_{Y,0} (\xi) = \sum_{i=0}^n \xi_i \), since \( [Y] = [e_0 \wedge \cdots \wedge e_n] \in \mathbb{G} (N - n, N + 1) \). We thus obtain

\[
\frac{w_{Y,0} (\xi)}{n + 1} = \int_Y \mu_{FS} (\xi) \omega^n_{FS} = \langle \mu_{\Omega} \left( \text{Chow} (Y, L) \right), \xi \rangle
\]

Step 2. Suppose \( Y \subset \mathbb{P}^N \) is an irreducible closed sub-scheme which is \( e^{t\xi} \)-invariant. We may take a 1-parameter subgroup \( \lambda (t) : \mathbb{C}^\times \rightarrow SL (N + 1) \) such that \( \lambda (t) \) commute with \( e^{t\xi} \) and

\[
Y_\infty := \lim_{t \to \infty} \lambda (t) \cdot Y = \sum_{j=1}^l b_j L_i,
\]

with \( L_i's \) being \( \lambda \)-invariant linear subspaces. Since \( \lambda (t) \cdot Y \) form a flat family over \( \mathbb{C} \), this implies \( w_{Y,0} (\xi) = w_{Y_\infty,0} (\xi) \). Now it follows from Lemma 26 that

\[
\frac{w_{Y_\infty,0} (\xi)}{n + 1} = \frac{1}{n + 1} \sum_{j=1}^l b_j \cdot w_{L_i,0} (\xi) = \sum_{j=1}^l b_j \cdot \langle \mu_{\Omega} (\text{Chow} (L_j, L)), \xi \rangle.
\]

On the other hand, since \( \xi \) lies in the stabilizer of \( \text{Chow} (Y, L) \) and \( \lambda (t) \in SL (N + 1) \), we can deduce from Proposition 6 that

\[
\langle \mu_{\Omega} \left( \text{Chow} (Y, L) \right), \xi \rangle = \langle \mu_{\Omega} \left( \text{Chow} (\lambda (t) \cdot Y, L) \right), \xi \rangle = \sum_{j=1}^l b_j \cdot \langle \mu_{\Omega} \left( \text{Chow} (L_j, L) \right), \xi \rangle = \frac{w_{Y_\infty,0} (\xi)}{n + 1} = \frac{w_{Y,0} (\xi)}{n + 1}.
\]
Step 3. By Lemma 26
\[ w_{X_{\infty},0}(\xi) = \sum_{j=1}^{s} a_j w_{Y_j,0}(\xi). \]

Now we put everything together
\[
\frac{w_{X_{\infty},0}(\xi)}{n+1} = \frac{1}{n+1} \sum_{j=1}^{s} a_i \cdot w_{Y_j,0}(\xi) = \sum_{j=1}^{s} \alpha_j \langle \mu_{\Omega}(\text{Chow}(Y_j), L), \xi \rangle = \lim_{t \to -\infty} \left\langle \mu_{\Omega}\left(e^{\sqrt{-1}t \xi} \text{Chow}(X, L)\right), \xi \right\rangle_{\text{su}}.
\]

Now \( \xi \) lies in the stabilizer of \( \text{Chow}(X_{\infty}, L) \), the \( \xi \)-weight of \( \text{Chow}(X, L) \) is defined to be the weight of the \( \mathbb{C}^* \) action induced by \( \xi \) on \( \mathcal{O}_{\text{Chow}_{\mathbb{P}^N}(n,d)}(1) \mid_{\text{Chow}(X, L)} \). Then we have the following easy consequence originally due to Zhang, an alternative proof was gaven by Paul.

**Corollary 28.** ([Z] [Luo] [P]) Let \((X, L)\) be a projective variety polarized by a very ample line bundle \( L \). Then \( \text{Chow}(X, L) \) is poly-stable if and only if the projective embedding \( X \to \mathbb{P}^N \) induced by \( L \) can be balanced.

**Proof.** It follows from Proposition 2.11 of [Mum] that
\[ \xi - \text{weight of Chow}(X, L) = w_{X_{\infty},0}(\xi). \]

By Hilbert-Mumford criterion [MFK], being Chow poly-stable means \( \xi \)-weight of \( \text{Chow}(X, L) < 0 \) for \( \forall \xi \in \text{su}(N+1) - \text{aut}(X, L) \). From the Theorem above, this is equivalent to
\[ \lim_{t \to -\infty} -\left\langle \mu_{\Omega}\left(e^{\sqrt{-1}t \xi} \text{Chow}(X, L)\right), \xi \right\rangle_{\text{su}} > 0 \text{ for } \forall \xi \in \text{su}(N+1) - \text{aut}(X, L). \]

The statement then follows from Corollary 4. ■

**Remark 29.** Notice that the above Theorem tells us that the open set of poly-stable points on Chow scheme are the same with respect two different polarisation. For vector bundle case, this is corresponding to Simpson’s construction versus Gieseker’s construction (see [HL]).

### 3.3. Hilbert scheme.
For Hilbert scheme, if we let \( m \gg 1 \) then from the construction of Hilbert scheme it is clear that the pre-quantum line bundle is given by
\[ \det H^0(X, L^{km}) \simeq \mathcal{O}_{\mathbb{P}^{N-1}}(1), \]
where \( K \) and \( d_{k,m} \) are as in Section 4.1. And the action of \( SU(N_k+1) \) on \( \mathbb{P}^N \) naturally induces a Hamiltonian action on \( \mathcal{HILB}_{\mathbb{P}^N}(X) \). Now suppose \( SL(N_k+1) \supset \text{aut}(X, L) \neq \{0\} \) then the Hilbert point version of Proposition 21 is
Proposition 30. Suppose the $k$th–Hilbert point $\text{Hilb}(X, L^k) \in \mathcal{HILB}_{\mathbb{P}N_k}(\chi)$ is semi-stable. Then for any $\xi \in \text{aut}(X, L)$

$$\langle \mu_{FS}(\text{Hilb}(X, L^k)), \xi \rangle_{su} = 0$$

for $m \gg 1$, where $\mu_{FS}$ is the restriction of the standard moment map on $\mathbb{P}^{k-1}$ to $\mathcal{HILB}_{\mathbb{P}N_k}(\chi)$.

Let us consider an $S^1$–action on $(X, L)$, so we can fix a $S^1$–invariant Hermitian metric $h$ on $L$ and let $\omega = \frac{i}{2\pi} \text{Ric}(h)$ be the Kähler form on $X$. Suppose that the action is Hamiltonian so it lifts to an action on $L \to X$ thus acts on $H^0(X, L^k)$ for $\forall k$. So for each $k$ we can get a homomorphism

$$\rho_k : S^1 \to \text{Aut}_0(X) \subset SL(N_k + 1).$$

If we let $w_{k,m}$ denote the weight of the $S^1$–action on $\wedge^{top}H^0(X, L^{km})$ for $\forall m$ induced by $\rho_k$ then we have

**Corollary 31.** Suppose that $(X, L, \omega)$ has a Hamiltonian $S^1$–action and the $k$th–Hilbert point $\text{Hilb}(X, L^k)$ is semi-stable. Then $w_{k,m} = 0$, for $m \gg 1$.

Now

$$w_{k,m} = A_k m^{n+1} + B_k m^n + O(m^{n-1})$$

and equivariant Riemann-Roch theorem tells us that

$$A_k = \int_X \langle \mu_{FS,k}, \xi \rangle_{su} \frac{\omega_{FS}^n}{n!}$$

$$B_k = \int_X \langle \mu_{FS,k}, \xi \rangle_{su} \frac{c_1(X) \wedge \omega_{FS}^{n-1}}{2(n-1)!}$$

The dependence of $A_k$ on $k$ will be made more explicit in next section. In particular, we have

**Corollary 32.** Suppose that the $k$th–Hilbert point $\text{Hilb}(X, L^k)$ is semi-stable then $B_k \equiv 0$.

**Remark 33.** Notice that $A = f_{X,k}$, and if $A = 0$, then $B = F_X$ is the classical Futaki character (see the definition in the next section).

4. **Futaki invariant**

In this section we compare the infinite and finite dimensional description of the classical Futaki invariant $F_X$: $\text{aut}(X) \to \mathbb{C}$.

4.1. **Infinite dimensional picture.**
Space $\mathcal{J}_{\text{int}}$. First, we recall Fujiki’s [FU] and Donaldson [D0] infinite dimensional symplectic quotient picture. Let $\mathcal{J} : = \mathcal{J}_{\text{int}}$, the space of integrable almost complex structure on $X$. The tangent space of $\mathcal{J}_{\text{int}}$ at $J$ is given as the following:

$$T_J\mathcal{J}_{\text{int}} := \{ A \in \text{End}(TM) \mid AJ + JA = 0 \text{ and } \omega(A, \cdot) = \omega(\cdot, A) \}.$$  

We define the almost complex structure on $\mathcal{J}_{\text{int}}$ as the following:

$$J_J : T_J\mathcal{J}_{\text{int}} \to T_J\mathcal{J}_{\text{int}}$$

$$J_J(A) := A \cdot J \text{ for } A \in T_J\mathcal{J}_{\text{int}};$$

and the $J_J$–invariant Riemannian metric by

$$\langle A, B \rangle_J := \int_X \text{Tr} (AB) \frac{\omega^n}{n!} \text{ for } A, B \in T_J\mathcal{J}_{\text{int}}$$

this makes $\mathcal{J}_{\text{int}}$ a $\infty$–dimensional Kähler manifold.

Now let $G$ be the identity component of the group of exact symplectomorphisms of $(X, \omega)$ then its Lie algebra is given by

$$\mathfrak{g} = C^\infty_0(X) := \left\{ f \in C^\infty(X) \mid \int_X f \frac{\omega^n}{n!} = 0 \right\}.$$  

Any function $f$ on $X$ defines a Hamiltonian vector field $\xi_f$ on $X$ via

$$i_{\xi_f} \omega = df.$$  

And the symplectic structure $\omega$ defines a Poisson bracket $\{ \cdot, \cdot \}$ on $\mathfrak{g}$ via the identity

$$\{ f, g \} \frac{\omega^n}{n!} = df \wedge dg \frac{\omega^{n-1}}{(n-1)!}$$

and a bi-invariant pairing

$$\langle f, g \rangle_{\mathfrak{g}^c} := -\int_X f \cdot g \frac{\omega^n}{n!}.$$  

Clearly, we have

$$\langle [f, h], g \rangle_{\mathfrak{g}^c} = \langle [f, h], g \rangle_{\mathfrak{g}^c},$$

and the natural action of $G$ on $\mathcal{J}_{\text{int}}$ is a holomorphic isometry. Then we have the following theorem due to Donaldson and Fujiki

**Theorem 34.** ([D0][FU]) The moment map for the action $G$ on $\mathcal{J}_{\text{int}}$ is the scalar curvature. That is

$$S - s : \mathcal{J}_{\text{int}} \to \mathfrak{g} = C^\infty_0(X, \mathbb{R})$$

given by $S(J) = \langle J \rangle$, where $g$ is the Kähler metric on $X$ with $g(\cdot, \cdot) = \omega(\cdot, J \cdot)$ and $s := \int_X S \frac{\omega^n}{n!}$. 

Now if we want to extend the GIT picture to this infinite dimensional setting then we need to complexify $G$. In order to do so, we complexify $\mathfrak{g}$ as the following:

$$\mathfrak{g}^C := \mathfrak{g} \oplus \sqrt{-1} \mathfrak{g} = C_0^\infty(X, \mathbb{C})$$

and define $* : f \to -\bar{f}$.

and extend the $\mathfrak{g}$ action on $J_{\text{int}}$ to a $\mathfrak{g}^C$ action on $J_{\text{int}}$ via the following:

$$\forall f \in C_0^\infty(X, \mathbb{R}), \text{ we define } \sigma_J (if) := L_{\xi f} J,$$

where $L_{\xi f}$ is the Lie derivative. Then the following lemma enables us to complexify the $G$ action on $J_{\text{int}}$ on the infinitesimal level (see for instance [T])

**Lemma 35.**

$$[L_{\xi} J, L_{\xi} J] = L_{[\xi, J]} J$$

and

$$J \circ (L_{\xi} J) := (L_{\xi} J) J = (L_{\xi} J).$$

**Remark 36.** Note that the complex linear homomorphism

$$\sigma : \mathfrak{g}^C \longrightarrow TJ_{\text{int}}.$$

is NOT a Lie algebra homomorphism, otherwise, we would be able to conclude from

$$0 = \sigma_J \{f, if\} = [L_{\xi} J, L_{\xi} J] = -L_{[\xi, J]} J$$

that $\xi f$ is a $J$-holomorphic vector field. This implies a reasonable complexification of $G$ does not exist.

Now the Futaki invariant $F_X : \text{aut}(X, L) \longrightarrow \mathbb{C}$ is defined as following: at any point $J \in J_{\text{int}}$, we use the Kähler metric $\omega(\cdot, J \cdot)$ to identify $\text{aut}(X, L)$ with

$$\mathfrak{g}_J := \left\{ f \in \mathfrak{g}^C | \partial f \xi f = 0, \text{ where } i_{\xi f} \omega = df \right\}$$

which is a finite dimensional Lie subalgebra of $\mathfrak{g}^C$, then

$$F_X(\xi f) := \frac{1}{2} \int_X (S(J) - s) f \frac{\omega^n}{n!} = \frac{1}{2} \int_X f \frac{c_1(X) \wedge \omega^{n-1}}{(n-1)!} - \frac{s}{2} \int_X f \frac{\omega^n}{n!}$$

where

$$s := \frac{n \int_X c_1(X) \wedge \omega^{n-1}}{\int_X \omega^n}.$$

The lemma above together with Proposition 6 and Corollary 9 give a new proof of the following result of Futaki:

**Proposition 37.** $F_X$ only depends on the Kähler class and $F_X$ is a character of $\eta(X)$.

As Donaldson [D0] pointed out the following result originally due to Calabi and Matsushima is a direct consequence of Theorem 11.
Theorem 38. Suppose $J_0$ is an extremal point, that is $\omega (\cdot , J_0 \cdot )$ is an extremal metric in the sense of Calabi. Let $\mathfrak{g}_{J_0}$ denote the Lie algebra of vector field on $X$ which are holomorphic with respect to $J_0$. Then we have the following decomposition
\[
\mathfrak{g}_{J_0} = \mathfrak{h}_0 + \bigcup_{\lambda > 0} \mathfrak{h}_\lambda
\]
where
\[
\mathfrak{h}_\lambda := \{ \xi \in \mathfrak{g}_{J_0} \mid \{ iS (J_0), \xi \} = \lambda \cdot \xi \}
\]
and $\mathfrak{h}_0$ is the reductive part of $\mathfrak{g}_{J_0}$. Moreover, we have relations
\[
\{ \mathfrak{h}_{\lambda_1}, \mathfrak{h}_{\lambda_2} \} \subset \mathfrak{h}_{\lambda_1 + \lambda_2},
\]
and
\[
S (J_0) \in Z (\mathfrak{h}_0),
\]
where $Z (\mathfrak{h}_0)$ is the center of $\mathfrak{h}_0$.

Space $G (H^0 (L^k), \Gamma (L^k))$. Let us consider the natural embedding of $J_{\text{int}} \subset G (H^0 (L^k), \Gamma (L^k))$. Then the Fubini-Study form $\Omega_k$ on $G (H^0 (L^k), \Gamma (L^k))$ induces a natural symplectic form on $J_{\text{int}}$ which is different from $\Omega$ as defined above. In [?], Donaldson shows that

Theorem 39.
\[
\lim_{k \to \infty} \Omega_k = \Omega.
\]

Theorem 40. The moment map for the action of $G$ on $(J_{\text{int}}, \Omega_k)$ is given by
\[
\mu (J) := (\Delta + k) \sum_{\alpha=0}^{N_k} |s_\alpha|^2 \in C^\infty (X)
\]
where $N_k + 1 = \dim H^0 (X, L^k)$ and $\{ s_\alpha \}$ is an orthonormal basis for $H^0 (X, L^k)$ with respect the metric $\omega (\cdot , \cdot )$.

Theorem 41. Let $(X, \omega_{FS,k}) \subset \mathbb{P}^{N_k}$ be a fixed projective embedding and $\omega_{FS,k}$ is the restriction of Fubini-Study form. Suppose $\xi \in \text{aut} (X, L)$ which induces $\xi_k \in \text{aut} (X, L^k)$ with $i\xi_k \omega_{FS,k} = \partial f$, then
\[
\langle \mu (J_k), \xi \rangle = \int_X (\Delta + k) \sum_{\alpha=0}^{N_k} |s_\alpha|^2 f \frac{\omega_{FS,k}^{\otimes n}}{n!}
\]
\[
= \langle \mu_{FS,k}, \xi \rangle_{SU}
\]

Proof. First, we notice that
\[
f = \langle \mu_{FS,k}, \xi_k \rangle.
\]
Let $\rho_k$ be the Bergman kernel, that is
\[
\rho_k = \sum_{\alpha=0}^{N_k} |s_\alpha|^2
\]
with \( \{ s_a \} \) being an orthonormal basis of \( H^0(X, L^k) \) with respect to the metric \( \omega_{FS,k} \) and \( h_{FS,k} \). So

\[
\langle \mu (J_k), \xi \rangle = \int_X ( (\Delta + k) \rho_k - k\chi (k) ) f \frac{\omega_{FS,k}^n}{n!} \\
= \int_X ( (\Delta + k) \rho_k f \frac{\omega_{FS,k}^n}{n!} - k\chi (k) ) \int_X f \frac{\omega_{FS,k}^n}{n!} \\
= \langle \mu_{FS,k}, \xi \rangle_{SU} + O (k^n)
\]

\[ \blacksquare \]

**Corollary 42.**

\[
\lim_{k \to \infty} \frac{1}{k^n} \int_X \mu_{FS,k} \frac{\omega_{FS,k}^n}{n!} = -F_X
\]

### 4.2. Finite dimensional picture.

In this subsection we establish the relation between \( f_{X,k} \) and \( F_X \). Suppose we fix an \( S^1 \)-action on \( (L, h) \to X \), that is, where \( h \) is a \( S^1 \)-invariant Hermitian metrics and \( \omega = \frac{\sqrt{-1}}{2\pi} \text{Ric} (h) \). Then by applying equivariant Riemann-Roch formula the weight \( w_k \) of the \( S^1 \)-action on \( \wedge^{top} H^0 (X, L^k) \) can be calculated as following

\[
w_k = \frac{d}{dt} \bigg|_{t=0} \text{ind} (e^{t\xi}) = \frac{d}{dt} \bigg|_{t=0} \int_X e^{k(\omega + t\mu)} \tilde{T} d
\]

\[
= \int_X k \mu e^{k\omega} T d + \int_X e^{k\omega} \frac{d}{dt} \bigg|_{t=0} \tilde{T} d,
\]

where \( \mu \) are the moment map associated to \( \omega \) with respect to the fixed \( S^1 \)-action on \( L \) and \( \tilde{T} d \) is the equivariant Todd class. Now if we consider another \( S^1 \)-action on \( L^k \), which is induced from the \( k^n \)-embedding \( X \to \mathbb{P}^{N_k} \), or equivalently we fix an embedding

\[ S^1 \to \text{SL} (N_k + 1). \]

In this case it is clear that weight \( \tilde{w} = 0 \), in particular we have

\[
0 = \frac{d}{dt} \bigg|_{t=0} \int_X e^{(\omega_{FS,k} + t\mu_{FS,k})} \tilde{T} d
\]

\[
= \int_X \mu_{FS,k} e^{\omega_{FS,k}} T d + \int_X e^{\omega_{FS,k}} \frac{d}{dt} \bigg|_{t=0} \tilde{T} d.
\]

Now suppose we have fixed the background Kähler form to be \( \omega_0 \) with corresponding moment map \( \mu_0 \), let \( \omega_1 := \frac{\omega_{FS,k}}{k} \), then the moment map \( \mu_1 \) with respect to the original \( S^1 \)-action on \( L \) is given by \( \frac{\mu_{FS,k}}{k} + C \) for some constant \( C \). To find \( C \), we plug this into the above formula and we deduce
\[
0 = \frac{d}{dt} \int_X e^{k(\omega_1 + \mu_1)} \widehat{T} \, d \\
= k \int_X \left( \frac{\mu_{FS,k}}{k} + C \right) e^{k \omega_{FS,k}} \, T \, d + \int_X \omega_{FS,k} \, \frac{d}{dt} \int_X \omega_{FS,k} \, \widehat{T} \, d - Ck \int_X \omega_{FS,k} \, T \, d \\
= w_k - Ckd_k,
\]

where
\[
d_k = \dim H^0(X, L^k).
\]

This implies
\[
C = \frac{w_k}{kd_k}.
\]

On the other hand, if we normalize \( \mu_0 \) such that \( \int_X \mu_0 \omega_0^n = 0 \) then we have
\[
\int_X \mu_1 \frac{\omega_1^n}{n!} = \int_X \mu_0 \frac{\omega_0^n}{n!} = 0,
\]
since \((\omega_i, \mu_i)\) for \( i = 1, 2 \) are with respects to the same \( S^1 \)–action on \( L \). So
\[
\int_X \mu_{FS,k} \frac{\omega_{FS,k}^n}{n!} \\
= k^{n+1} \int_X (\mu_1 - C) \frac{\omega_1^n}{n!} \\
= \frac{w_k}{kd_k} k^{n+1} \int_X \frac{\omega_1^n}{n!} \\
= -k^n \int_X \mu_1 \cdot \frac{c_1(X) \wedge \omega_1^{n-1}}{2(n-1)!} + O(k^{n-1})
\]

In conclusion, we have proved the following theorem.

**Theorem 43.**

\[
\lim_{k \to \infty} \frac{1}{k^n} \int_X \mu_{FS,k} \frac{\omega_{FS,k}^n}{n!} = -F_X
\]

**Corollary 44.** Suppose for \( k \) sufficient large we have
\[
\int_X \mu_{FS,k} \frac{\omega_{FS,k}^n}{n!} = 0
\]
then \( F_X = 0 \). In particular, if Chow \((X, L^k)\) is semi-stable for \( k >> 1 \) then \( F_X = 0 \)

**Remark 45.** Mabuchi and Nakagawa, J. Ross have obtained similar results in [MN] and [R].

5. **Examples**

In this section we apply the set up in the previous section to give a simple way of constructing unstable manifold. In particular, by the recent work of Donaldson [D1] these manifolds do not admit constant scalar curvature in the given Kähler class. Our construction is based on the Corollary 10.
5.1. Mukai-Tian’s example. Consider the following exact sequence of vector bundle over the Grassmanian $G(4, 7)$

$$0 \rightarrow S^4 \rightarrow C^7 \rightarrow Q^3 \rightarrow 0$$

where $S^4$ and $Q^3$ are universal sub-bundle and universal quotient bundle respectively. Now choose a 3-dimensional subspace $P \subset \wedge^2 C^7$, say $P := \text{span} \{u_1, u_2, u_3\}$. From the isomorphism

$$C^7 \cong H^0(G(4, 7), Q)$$

we deduce that each $u_i$ can be identified as an element in $H^0(G(4, 7), \wedge^2 Q)$. So $P := (u_1, u_2, u_3)$ can be viewed as a section of the vector bundle

$$\wedge^2 Q \oplus \wedge^2 Q \oplus \wedge^2 Q \rightarrow G(4, 7).$$

Let $X_P := \{P^{-1}(0)\} \subset G(4, 7)$. It is not hard to see that for a generic choice of $P \in G(3, 21) = \{P^3 \subset \wedge^2 C^7\}$, $X_P$ is smooth. Our goal is to find the $z_0$ in Corollary 10, to do so we construct a special $P_0 \in G(3, 21)$. Let

$$\rho_n : SL(2, \mathbb{C}) \rightarrow SL(n, \mathbb{C})$$

be the irreducible representation of dimension $n$, that is, $\rho_n = \rho_2^{\otimes (n-1)}$. Then the representation $\rho$ on $\wedge^2 C^7$ induced by $\rho_7$ has decomposition

$$\rho := \rho_3 \oplus \rho_7 \oplus \rho_{11}.$$

Let $P_0$ be the 3 dimensional invariant subspace corresponding to $\rho_3$. If we fix a basis $\{e_i\}_{i=1}^7$ for $C^7$ then a straightforward calculation shows that

$$P_0 := \text{span} \{u_1, u_2, u_3\}$$

with

$$u_1 := e_1 \wedge e_6 - 5e_2 \wedge e_5 + 10e_3 \wedge e_4$$
$$u_2 := -4e_2 \wedge e_6 + e_1 \wedge e_7 + 5e_3 \wedge e_5$$
$$u_3 := 10e_4 \wedge e_5 + e_2 \wedge e_7 - 5e_3 \wedge e_6.$$

Notice that $\rho_7$ induces a natural action of $SL(2, \mathbb{C})$ on $G(4, 7)$ and

$$\rho_7 \left( \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \right) = \text{diag} [6, 4, 2, 0, -2, -4, -6] \in SL(7, \mathbb{C}).$$

Since all the weights are different the fixed point of $SL(2, \mathbb{C})$ action on $X_{P_0}$ must be

$$\{ e_1 \wedge e_2 \wedge e_3 \wedge e_4, e_1 \wedge e_2 \wedge e_3 \wedge e_5, e_3 \wedge e_4 \wedge e_5 \wedge e_7, e_4 \wedge e_5 \wedge e_6 \wedge e_7 \},$$

hence $X_{P_0}$ is a homological $\mathbb{P}^3$. In particular, it is Fano with Picard number 1. Next we characterize its automorphism.

**Claim 46.** $\text{aut}(X_{P_0}, L) = sl(2, \mathbb{C})$
Proof. Clearly, we have \( \text{aut}(X_{P_0}, L) \supseteq \mathfrak{sl}(2, \mathbb{C}) \), we need to show \( \text{aut}(X_{P_0}, L) \subseteq \mathfrak{sl}(2, \mathbb{C}) \). Since \( X_{P_0} \) is Fano, \( X_{P_0} \) is simply connected which implies \( \text{aut}(X_{P_0}, L) \subset \mathfrak{sl}(7, \mathbb{C}) \) and \( P_0 \) must be the invariant linear subspace for the induced action of \( \text{aut}(X_{P_0}, L) \) on \( \mathbb{C}^7 \). So \( \text{aut}(X_{P_0}, L) \) must have a 3-dimensional irreducible representation which implies that we have homomorphism
\[
\mathfrak{sl}(2, \mathbb{C}) \xrightarrow{i} \text{aut}(X_{P_0}, L) \xrightarrow{j} \mathfrak{sl}(2, \mathbb{C})
\]
such that \( j \circ i = \text{id} \), this implies \( \text{aut}(X_{P_0}, L) = \mathfrak{sl}(2, \mathbb{C}) \oplus \mathfrak{k} \), where \( \mathfrak{k} \subset \mathfrak{sl}(7, \mathbb{C}) \). Since \( \mathfrak{k} \) acts trivially on \( P_0 \), it is easy to see that \( \mathfrak{k} = 0 \). ■

A local calculation at the fixed points of \( X_{P_0} \) shows that \( X_{P_0} \) is actually smooth. Since \( X_{P_0} \) is a homological \( \mathbb{P}^3 \), \( L := \mathcal{O}_{\mathbb{G}(4,7)}(1) |_{X_{P_0}} \rightarrow X_{P_0} \) is a polarization. For any \( k >> 1 \), the projective embedding of \( X_{P_0} \rightarrow \mathbb{P}^{N_k} \) induced by \( L^k \) must factor through
\[
X_{P_0} \subset \mathbb{G}(4,7) \subset \mathbb{P}^{N_k}.
\]
Since \( \mathbb{G}(4,7) \) is simply connected, the action of \( SL(2, \mathbb{C}) \) can be lifted to an action of \( SL(N_k + 1, \mathbb{C}) \) on \( \mathbb{P}^{N_k + 1} \). Let \( \lambda(t) := \exp(\xi t) \) be a one parameter subgroup of \( SL(2, \mathbb{C}) \) and \( P \) be a fixed 3-dimensional linear subspace of \( \wedge^3 \mathbb{C} \) then the degeneration \( \lambda(t) \cdot X_P \) can be lifted to a degeneration of \( X_P \subset \mathbb{P}^{N_k} \) for any \( k \). Now we may apply Corollary 10 to construct examples of unstable manifold, for instance, if we let \( \xi := \text{diag}[6, 4, 2, 0, -2, -4, -6] \in \mathfrak{sl}(2, \mathbb{C}) \) and take \( P_\alpha := \text{span}\{u_1, u_2, u_3\} \) as Tian did in \([T]\) with
\[
\tilde{u}_i := u_i + \sum_{l+k \geq 7+i} a_{i\ell k} e_l \wedge e_k \text{ for } i = 1, 2, 3,
\]
then for generic choice of \( \{a_{i\ell k}\} \), \( \text{aut}(X_{P_\alpha}) = 0 \). Let \( P_t := \exp(\xi t) \cdot P_\alpha \) then
\[
\lim_{t \to \infty} P_t = P_0.
\]
In particular, this implies
\[
\lim_{t \to \infty} \lambda(t) \cdot \text{Chow}(X_{P_\alpha}, L^k) = \text{Chow}(X_{P_0}, L^k).
\]
Corollary 10 then implies that \( X_{P_\alpha} \) cannot be balanced, in particular, \( X_{P_\alpha} \) is not Chow stable for \( k >> 1 \). And Donaldson’s theorem \([D1]\) implies that \( (X_{P_\alpha}, L) \) do not admit constant scalar curvature metric.

Notice that the above construction can be applied to more general situation, a very simple way of constructing unstable manifolds is taking a small projective deformation of a projective manifold \( X_0 \) with \( \text{aut}(X) \) being simple, e.g. a deformation of \( \mathbb{P}^r \times \Sigma \) (note that Burns and De Bartolomeis’ example \([BD]\) are a special case of this sort), where \( \Sigma \) is a Kähler manifold with \( c_1(\Sigma) < 0 \). This construction is closely related to the work of LeBrun and Simanca \([LS]\).

5.2. \( \mathbb{P}^2 \# \overline{\mathbb{P}^2} \). Let \( X \) be the Steiner surface \( X \rightarrow \mathbb{P}^4 \) defined by image of the following birational map
\[
\mathbb{P}^2 \dashrightarrow \mathbb{P}^4 \quad [x, y, z] \mapsto [xz, yz, x^2, xy, y^2],
\]
\( X \) is \( \mathbb{P}^2 \) blowing up the point \([0 : 0 : 1]\). Then
\[
O_X(1) := O_{\mathbb{P}^3}(1)|_X = 2H - E,
\]
where $H$ is the hyperplane class and $E$ is the exceptional divisor. And

$$H^0(X, \mathcal{O}_X(m)) = \{x^iy^jz^k | i + j + k = 2m \text{ and } k \leq m\},$$

$$d_m := \dim H^0(X, \mathcal{O}_X(m)) = \frac{1}{2}(3m^2 + 5m + 2).$$

Let $\xi = \text{diag}[\lambda_1, \lambda_2, \lambda_3] \in \mathfrak{sl}(3)$, then $e^{t\xi}$—action on $X$ gives rise to an action on the $m^th$—embedding $X^{\mathcal{O}_X(m)} \rightarrow \mathbb{P}^{d_m - 1}$. If we normalize the action to be special linear then the weight of $x^iy^jz^k \in H^0(X, \mathcal{O}_X(m))$ is $\lambda_1i + \lambda_2j + \lambda_3k - \bar{\lambda}$ with

$$\bar{\lambda} = \frac{1}{d_m} \sum_{i+j+k=2m \atop k \leq m} \lambda_1i + \lambda_2j + \lambda_3k$$

$$= \frac{-\lambda_3m (m + 1)}{(3m + 2)}.$$

Let $L \rightarrow X$ to be the pull back of $\mathcal{O}_{\mathbb{P}^{d_m - 1}}(1)$, then the weight $w_{m,k}$ on $\wedge^{\text{top}} H^0(X, L^k)$ is given by

$$w_{m,k} = \sum_{i+j+l=2mk \atop l \leq km} (\lambda_1i + \lambda_2j + \lambda_3l - k\bar{\lambda})$$

$$= \lambda_3m^2 \left(\frac{1}{6} + O(m^{-1})\right) k^3 + O(k^2)$$

and

$$\frac{w_k}{kd_k} = \frac{-\lambda_3 (k + 1)^2}{2d_k} - \bar{\lambda}$$

$$= \frac{-2\lambda_3}{3} - \frac{\lambda_3}{9} \frac{1}{k} - \bar{\lambda} + O\left(\frac{1}{k^2}\right),$$

where $w_k$ is the weight of $\xi$ on $\wedge^{\text{top}} H^0(X, \mathcal{O}_X(k))$ and

$$d_k = \frac{1}{2}(3k^2 + 5k + 2) = \frac{1}{2}(3k + 2)(k + 1).$$

Then we find

$$f_{X,m} = \text{leading coefficient of } w_{m,k} = \frac{\lambda_3m^2}{6} \left(1 - \frac{2}{3m} + O(m^{-2})\right)$$

and by Theorem 43, we see that the Futaki invariant of $\xi$

$$F_X(\xi) = -\lim_{m \to \infty} \frac{f_{X,m}}{m^2} = -\frac{\lambda_3}{6} = -\frac{\lambda_3}{9} \int_X \omega^2$$

which agrees with Donaldson’s definition of Futaki invariant in [D2].
5.3. $\mathbb{P}^2\#\mathbb{P}^2$ revisited. Now we look at the canonical embedding of $\mathbb{P}^2\#\mathbb{P}^2$. The embedding is given by

$$[x : y : z] \mapsto [x^3 : y^3 : x^2 y : x^2 z : x y z : x z^2 : y z^2]$$

so blowing up at $[0 : 0 : 1]$. Now $\mathcal{O}_X(1) = 3H - E$ and clearly we have

$$H^0(X, \mathcal{O}_X(m)) = \{x^iy^jz^k \mid i + j + k = 3m \text{ and } k \leq 2m\}$$

and

$$d_m = \dim_{\mathbb{C}} H^0(X, \mathcal{O}_X(m)) = (2m + 1)^2$$

Let us take $\xi = [\lambda_1, \lambda_2, \lambda_3]$ with $\lambda_1 + \lambda_2 + \lambda_3 = 0$. Then we have for $m^{th}$ embedding since wt. for $x^iy^jz^k$ is $\lambda_1i + \lambda_2j + \lambda_3k - \bar{\lambda}$ where

$$\bar{\lambda} = \frac{1}{d_m} \sum_{i+j+k=3m} \lambda_1i + \lambda_2j + \lambda_3k$$

$$= \frac{1}{d_m} \sum_{k=0}^{2m} \left( \sum_{i+j=3m-k} (\lambda_1i + \lambda_2j + \lambda_3k) \right)$$

$$= \frac{1}{d_m} \sum_{k=0}^{2m} \left( \lambda_3k + \frac{\lambda_1 + \lambda_2}{2} (3m - k) \right) (3m - k + 1)$$

$$= \frac{3\lambda_3}{2d_m} \sum_{k=0}^{2m} (k - m) (3m - k + 1)$$

$$= -\frac{3\lambda_3}{2d_m} \cdot \frac{m (m + 1) (2m + 1)}{3}$$

$$= -\frac{\lambda_3m (m + 1)}{2(2m + 1)}$$

so the $k^{th}$ embedding is given by

$$H^0(X, \mathcal{O}(km)) = \{x^iy^jz^l \mid i + j + l = 3km \text{ and } l \leq 2km\}$$
and the weight is given by

\[ w_{k,m} = \sum_{i+j+l=3mk \atop l \leq 2mk} (\lambda_1 i + \lambda_2 j + \lambda_3 l - k\lambda) \]

\[ = \frac{3\lambda_3}{2} \sum_{l=0}^{2mk} (l - mk) (3mk - l + 1) - d_{km} k\lambda \]

\[ = - \frac{\lambda_3 mk (mk + 1) (2mk + 1)}{2} - (2km + 1)^2 k\lambda \]

\[ = (-\lambda_3 m^3 - 4\lambda m^2) k^3 + O(k^2) \]

\[ = \lambda_3 m^3 \left(-1 + \frac{2m + 2}{2m + 1}\right) k^3 + O(k^2) \]

\[ = \lambda_3 m^3 \left(-1 + \frac{1 + \frac{1}{m}}{1 + \frac{1}{2m}}\right) k^3 + O(k^2) \]

\[ = \lambda_3 m^2 \left(\frac{1}{2} - \frac{1}{4m} + O(m^{-2})\right) k^3 + O(k^2) \]

so

\[ \frac{w_k}{kd_k} = -\frac{\lambda_3 k (k + 1)}{2k(2k + 1)} \]

\[ = -\frac{\lambda_3 (1 + \frac{k}{2})}{4(1 + \frac{1}{2k})} \]

\[ = -\frac{\lambda_3}{4} \left(1 + \frac{1}{2} k^{-1} + O(k^{-2})\right) \]

and

\[ f_m = \frac{\lambda_3 m^2}{2} \left(1 - \frac{1}{2m} + O(m^{-2})\right) \]

and From Theorem 43, we see that all these agree to each other

\[ F = -\lim_{m \to \infty} \frac{f_m}{m^2} = \frac{\lambda_3}{8} \int_X \frac{\omega^2}{2} = \frac{\lambda_3}{2} \]

since the deg \(X) = 8.

### 6. Appendix: Bismut and Vasserot’s result

In [?, BV1] Bismut and Vasserot compute the analytic torsion for the case \(E \otimes \mathcal{L}^k\). Let

\[ \Box_k := \partial_k \bar{\partial}_k + \bar{\partial}_k \partial_k \]

and \(\Box_k^q\) denote the restriction of \(\Box_k\) to \(\Gamma \left(X, \wedge^{(0,q)} \mathcal{E} \otimes \mathcal{L}^k\right)\).

**Definition 47.** For \(k >> 1\), \(\text{Re}(s) > l\), set

\[ \zeta_k(s) = \frac{-1}{\Gamma(s)} \int_0^{+\infty} t^{s-1} \left(\sum_{i=1}^{l} (-1)^i \text{Tr} \left[e^{-t\Box_k^i} \right]\right) dt \]
Theorem 48. As \( k \to \infty \), then
\[
\zeta''_k (0) = \left. \frac{\partial}{\partial k} \right|_{k=0} \left( \frac{\log \det \frac{\omega}{2\pi} }{2} \right) + O \left( k^{n-1} \right)
\]
where \( \det \) is with respect to the Kähler metric \( g := \omega (\cdot, \cdot) \) for \( I \in \mathcal{J}_{int} \) on \( X \).

To give an application of the above theorem, let now \( ||| \cdot |||_{TX} \) and \( ||| \cdot |||_{T\bar{X}} \) be two Hermitian metrics on \( TX \). Set
\[
\Lambda_k := \det H^0 (X, L^k)
\]
As a subspace of \( \Gamma (X, L^k) \), \( H^0 (X, L^k) \) inherits two Hermitian metrics associated with the metric \( ||| \cdot |||_{TX} \) and \( ||| \cdot |||_{T\bar{X}} \) respectively. Let \( ||| \cdot |||_{\Lambda_k} \) and be the corresponding metrics on \( \Lambda_k \).

Theorem 49. As \( k \to \infty \), then
\[
\log \frac{||| \cdot |||_{\Lambda_k}}{||| \cdot |||_{\Lambda_k}} = k^n \int_X \log \left( \frac{||| F \bar{X} |||}{||| F |||_{TX}} \right) \exp \omega + O \left( k^{n-1} \right)
\]
Proof. It follows from Theorem 48 that for \( k \to \infty \)
\[
\zeta_k (0) - \zeta_k' (0) = -\left. \frac{\partial}{\partial k} \right|_{k=0} \left( \frac{\log \det \frac{\omega}{2\pi} }{2} \right) + O \left( k^{n-1} \right)
\]
Let \( ||| \cdot |||_{k} \) and \( ||| \cdot |||_{\tilde{k}} \) be the Quillen metrics on \( \Lambda_k^* \) constructed in [?] with respect to the metrics \( ||| \cdot |||_{TX} \) and \( ||| \cdot |||_{T\bar{X}} \) and the given metric on \( L \) and \( E \). Then by [?] Theorem 1.22, we find that as \( k \to \infty \)
\[
\log \frac{||| \cdot |||_{\tilde{k}}}{||| \cdot |||_{k}} = -\left( \frac{\partial}{\partial \bar{k}} \right) \left( \frac{\log \det \frac{\omega}{2\pi} }{2} \right) \exp \omega + O \left( k^{n-1} \right)
\]
On the other and it follows from the definition of Quillen metric that
\[
\log \frac{||| \cdot |||_{k}}{||| \cdot |||_{\tilde{k}}} = -\zeta_k' (0) + \zeta_k' (0) = -\zeta_k (0) - \log \frac{||| \cdot |||_{\Lambda_k^*}}{||| \cdot |||_{\Lambda_k}}
\]
Now we combine (5), (6) and (7) we get
\[
\log \frac{||| \cdot |||_{\Lambda_k}}{||| \cdot |||_{\Lambda_k}} = \left( \frac{\partial}{\partial \bar{k}} \right) \left( \frac{\log \det \frac{\omega}{2\pi} }{2} \right) \exp \omega + O \left( k^{n-1} \right)
\]

Now we define the map
\[
\phi_k : \mathcal{J}_{int} \rightarrow Gr \left( H^0 (L^k) \subset \Gamma (L^k) \right)
\]
\[
(A; s_1, \cdots, s_N) \rightarrow s_1 \wedge \cdots \wedge s_N
\]
and consider the diagram
\[
\begin{array}{ccc}
\mathcal{Z} & \xrightarrow{\phi_k} & Gr \left( H^0 (L^k) \right)
\
\pi_1 & \downarrow &
\
\mathcal{J}_{int}
\end{array}
\]
Corollary 50. Let $\Omega_{Gr}$ denote the standard Fubini-Study Kähler form on $Gr \left( H^0 (L^k), \Gamma (L^k) \right)$. Then we have
\[
\lim_{k \to \infty} \frac{1}{k^n} \phi_k^n \Omega_{Gr} = \Omega_{J_{int}}
\]

Proof. The statement follows from the fact that
\[
\Omega_{Gr} = \frac{i}{2\pi} \partial_I \bar{\partial}_J \log | \lambda_k |^2 \quad \text{and} \quad \Omega_{J_{int}} (\cdot, \cdot) = \int_X \partial_I \bar{\partial}_J \log \left( \det \frac{\|TX\|}{\|T_X\|} \right) (\cdot, \cdot) \exp \omega.
\]
where $\partial_I$ and $\bar{\partial}_J$ are the variations along the $T_J J_{int}$. 

Remark 51. Notice that the above theorem is more or less equivalent to Tian-Ruan-Zeiditsch and Lu. Since we have the moment map for the action of $G$ on
\[
\mathcal{Z} // SU = \{ (I, H^0) \text{ where } H^0 \subset \Gamma \text{ is the subspace of } I\text{-holo. sections} \}
\]
is given by the Bergman kernel and the moment map of $G$ on $J_{int}$ is given by $S (J)$ the scalar curvature, so Theorem 49 actually is equivalent to that the distortion functional are getting close to each other which is equivalent to
\[
(\Delta + k) B \sim k^n S (J).
\]

Remark 52. Notice that $\tilde{\mathcal{L}}$ is the distortion function of the universal line bundle over the the $\infty-$dimensional Grassmanian $\mathcal{Z} // SU = \mathbb{G} (H^0, L^2)$, this implies that the functional $\mathcal{L}$ is convex.
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